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АННОТАЦИЯ 

Дисциплина «Системный анализ, управление и обработка информации, статистика»  

Блока 2 «Образовательный компонент» основной профессиональной образовательной 

программы высшего образования – программы подготовки научных и научно-

педагогических кадров в аспирантуре по научной специальности 2.3.1. Системный анализ, 

управление и обработка информации, статистика составлена составлена с учётом 

Федеральных государственных требований, утвержденных приказом Министерства науки и 

высшего образования Российской Федерации № 951 от 20.10.2021 года (рег. № 65943 от 

23.11.2021 года) (далее по тексту – ФГТ). 

Дисциплина «Системный анализ, управление и обработка информации, статистика» 

относится к базовой части Блока 2.1 «Дисциплины (модули)» образовательного компонента 

учебного плана. 

Дисциплина «Системный анализ, управление и обработка информации, статистика» 

направлена на подготовку к сдаче кандидатского экзамена по специальной дисциплине. 

Цель дисциплины: 

– изучение марковских процессов и цепей, включая скрытые и многомерные модели; 

методов их идентификации, синтеза и оптимизации; а также изучение кепстрального анализа 

и моделей стохастической теории тестов; 

– применения современных методов математического моделирования и анализа данных с 

использованием, как готовых программных продуктов, так и самостоятельно созданных 

специализированных программных средств. 

Задачи дисциплины: 

 практическими навыками использования методов математического моделирования с 

учётом специфики поставленных задач; 

 изложением и практическим освоением ряда прикладных программ для решения 

поставленных задач; 

 изложением основных идей и подходов в области создания прикладного программного 

обеспечения для математического моделирования.  

За дисциплиной закреплены компетенции: 

ПК-1 – знать теоретические основы, методы, формализацию и постановку задач 

системного анализа, оптимизации, управления, принятия решений и обработки информации 

ПК-2 – уметь разрабатывать критерии, модели, алгоритмы и программное 

обеспечение для решения задач системного анализа, оптимизации, управления, принятия 

решений и обработки информации 

ПК-3 – применять методы синтеза, анализа, идентификации, анализа, и оптимизации 

сложных систем 

ПК-4 – готовность к постановке инновационных профессиональных задач в области 

научно-исследовательской и практической деятельности 

ПК-5 – способность самостоятельно осуществлять научно-исследовательскую 

деятельность в соответствующей профессиональной области с использованием современных 

методов исследования и информационно-коммуникационных технологий 

ПК-6 – способность анализировать и интерпретировать полученные результаты 

исследований, в том числе с использованием методов статистической обработки результатов 

Общая трудоемкость дисциплины «Системный анализ, управление и обработка 

информации, статистика» по Учебному плану составляет 6 зачётных единиц (216 часов), 

период обучения – 2 курс. 

Входной контроль: не предусмотрен. 
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Выходной контроль: тестирование. Количество вопросов устанавливается 

самостоятельно научным руководителем ОПОП. 

Промежуточная аттестация проводится в форме кандидатского экзамена. 

Кандидатский экзамен по дисциплине «Системный анализ, управление и обработка 

информации, статистика» проводится в традиционной форме. 

1. ОБЩАЯ ИНФОРМАЦИЯ О ДИСЦИПЛИНЕ 

1.1 Сокращения 

ГК – групповая консультация 

Д:– дополнительное учебно-методическое обеспечение (дополнительная литература) 

ДЕ – дидактическая единица 

Зач. ед. – зачетная единица (1 зачетная единица равна 36 академическим часам) 

ИР – индивидуальная работа с обучающимися 

Л – лекция 

ЛР – лабораторная работа 

О:– основное учебно-методическое обеспечение (основная литература) 

УК – универсальная компетенция  

ОПК – общепрофессиональная компетенция 

ОПОП ВО– основная профессиональная образовательная программа высшего образования 

П:– периодические издания из числа учебно-методического обеспечения 

ПЗ – практическое занятие 

ПК –профессиональная компетенция 

РПД – рабочая программа дисциплины 

С – семинар 

СР – самостоятельная работа обучающегося 

ФГТ – федеральные государственные требования 

ФГБОУ ВО МГППУ – Федеральное государственное образовательное учреждение высшего 

образования «Московский государственный психолого-педагогический университет» 

Э:– электронные ресурсы и базы из числа учебно-методического обеспечения. 

1.2 Цели и задачи 

Цель дисциплины – наделить аспирантов теоретическими знаниями и практическими 

навыками применения системного анализа при исследовании сложных объектов; выработка 

навыков применения современных методов прикладной статистики с использованием, как 

готовых программных продуктов, так и самостоятельно созданных специализированных 

программных средств; выработка навыков применения современных методов 

математического моделирования и анализа данных с использованием, как готовых 

программных продуктов, так и самостоятельно созданных специализированных 

программных средств. 

 

Задачи дисциплины: 

 заложить у аспирантов основы системного мышления; 

 познакомить аспирантов с методологией системного подхода; 

 освоить аспирантами технологию анализа слабоструктурированных проблем; 

 развить навыки построения моделей сложных систем и способы формирования 

проектов системных решений; 

 изучить непрерывные вейвлет-преобразования, кратномасштабный вейвлет-анализ 

и статистику нечисловых данных; 

 теоретическими основаниями современных методов математического 

моделирования и анализа данных; 
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 уметь пользоваться и программно реализовывать современные методы 

математического моделирования и анализа данных. 

1.3 Место дисциплины в структуре ОПОП ВО 

Дисциплина «Системный анализ, управление и обработка информации, статистика» в 

структуре ОПОП ВО по научной специальности 2.3.1. Системный анализ, управление и 

обработка информации, статистика относится к базовой части Блока 2.1 «Дисциплины 

(модули)» образовательного компонента учебного плана. 

Место дисциплины в структуре ОПОП ВО определено с учетом Федеральных 

государственных требований, утвержденных приказом Министерства науки и высшего 

образования Российской Федерации № 951 от 20.10.2021 года (рег. № 65943 от 23.11.2021 

года). 

1.4 Входные требования 

Дисциплина «Системный анализ, управление и обработка информации, статистика» 

предусматривает наличие к обучающимся входных требований в части базовых знаний, 

умений и компетенций. 

1.5 Выходные требования 

Выходные требования к результатам освоения дисциплины обучающимся 

определяются компетенциями, закрепленными за дисциплиной учебным планом 

соответствующей ОПОП ВО, а также дополнительными профессиональными 

компетенциями (в соответствии с ОПОП ВО), сформулированными с учётом целей и задач 

реализуемой ОПОП ВО. 

Образовательные результаты освоения дисциплины обучающимся, представлены в 

таблице 1. 

Оценка освоения содержания дисциплины и закрепленных за ней компетенций в 

рамках промежуточной аттестаций осуществляется в форме кандидатского экзамена. 

Кандидатский экзамен по дисциплине «Системный анализ, управление и обработка 

информации, статистика» проводится в традиционной форме. 
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Таблица 1–Компетенции, степень их реализации в дисциплине и образовательные результаты освоения компетенций обучающимися 

Код и наименование 

компетенции 

Степень реализации 

(в соответствие с ОПОП ВО) 

В результате изучения дисциплины обучающиеся должны: 

Знать Уметь Владеть 
гр.1 гр.2 гр.3 гр.4 гр.5 

В соответствии с ФГОС ВО 
Профессиональные: 

ПК-1 – знать теоретические 

основы, методы, формализацию и 

постановку задач системного 

анализа, оптимизации, управления, 

принятия решений и обработки 

информации. 

В части, связанной со знанием 

теоретических основ, методов, 

формализации и постановки задач 

системного анализа. 

Методы системного анализа. 

Основные методы 

формализации сложных 

систем. 

Ставить задачи на разработку 

математических моделей 

систем. 

Обрабатывать результаты 

экспертизы. 

Методами обработки оценки 

качественных характеристик 

систем. 

Методами принятия 

решений. 

ПК-2 – уметь разрабатывать 

критерии, модели, алгоритмы и 

программное обеспечение для 

решения задач системного анализа, 

оптимизации, управления, 

принятия решений и обработки 

информации. 

В части, связанной с умением 

разрабатывать критерии, модели, 

алгоритмы и программное 

обеспечение для решения задач 

системного анализа, 

статистической обработки и 

анализировать полученные 

результаты, умения разрабатывать 

математические модели. 

Кепстральный анализ; 

Модели стохастической 

теории тестов; 

Общие подходы к решению 

прикладных задач; 

Методы математического 

моделирования;  

Способы оценки степени 

адекватности модели 

наблюдениям;  

Виды аппаратно-

программного обеспечения 

для решения задач; 

современные методы 

прикладной статистики 

пользоваться и программно 

реализовывать современные 

методы прикладной 

статистики. 

Формализовывать 

прикладные задачи; 

Использовать современные 

методы математического 

моделирования;  

Программно реализовывать 

методы математического 

моделирования; 

Выполнять анализ 

результатов математического 

моделирования;   

Оценивать степень 

адекватности модели 

наблюдениям;  

Составлять отчёты с 

описанием результатов 

математического 

моделирования;  

современными 

информационными 

технологиями, включая 

методы получения, обработки 

и хранения научной 

информации 

современные методы 

прикладной статистики. 

Основными навыками 

алгоритмизации решений. 

Средствами поиска научно-

технической информации в 

сети Интернет. 

Методами интерпретации 

результатов математического 

моделирования. 

ПК-3 – применять методы синтеза, 

анализа, идентификации, анализа, 

В части, связанной с умением 

применять методы синтеза, 

Кепстральный анализ; 

Модели стохастической 

Формализовывать 

прикладные задачи; 

Основными навыками 

алгоритмизации решений. 
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Код и наименование 

компетенции 

Степень реализации 

(в соответствие с ОПОП ВО) 

В результате изучения дисциплины обучающиеся должны: 

Знать Уметь Владеть 
гр.1 гр.2 гр.3 гр.4 гр.5 

и оптимизации сложных систем. анализа, идентификации, анализа, 

и оптимизации сложных систем. 

теории тестов; 

Общие подходы к решению 

прикладных задач; 

Методы математического 

моделирования;  

Способы оценки степени 

адекватности модели 

наблюдениям;  

Виды аппаратно-

программного обеспечения 

для решения задач. 

Использовать современные 

методы математического 

моделирования;  

Программно реализовывать 

методы математического 

моделирования; 

Выполнять анализ 

результатов математического 

моделирования;   

Оценивать степень 

адекватности модели 

наблюдениям;  

Составлять отчёты с 

описанием результатов 

математического 

моделирования. 

Средствами поиска научно-

технической информации в 

сети Интернет. 

Методами интерпретации 

результатов математического 

моделирования. 

ПК-4 – готовность к постановке 

инновационных 

профессиональных задач в области 

научно-исследовательской и 

практической деятельности. 

В части, связанной с умением к 

постановке инновационных 

профессиональных задач в области 

научно-исследовательской и 

практической деятельности. 

Иметь представление: о 

современном состоянии 

науки, основных 

направлениях научных 

исследований, 

приоритетных задачах; 

методы исследования и 

проведения 

экспериментальных работ;  

методы анализа и обработки 

экспериментальных данных; 

информационные 

технологии в научных 

исследованиях, 

программные продукты, 

относящиеся к 

профессиональной сфере. 

Анализировать проблемы 

инновационных 

профессиональных задач в 

области научно-

исследовательской и 

практической деятельности; 

применения современных 

информационных технологий 

при проведении научных 

исследований; оформления 

результатов проделанной 

работы в соответствии с 

установленными 

нормативными документами с 

привлечением современных 

средств редактирования и 

печати. 

Решением инновационных 

профессиональных задач в 

области научно-

исследовательской и 

практической деятельности; 

должен овладеть методами, 

приемами организации 

научного исследования. 

ПК-5 – способность 

самостоятельно осуществлять 

научно-исследовательскую 

деятельность в соответствующей 

профессиональной области с 

использованием современных 

В части, связанной с умением 

самостоятельно осуществлять 

научно-исследовательскую 

деятельность в соответствующей 

профессиональной области с 

использованием современных 

Методы поиска 

литературных источников 

по разрабатываемой теме с 

целью их использования при 

выполнении диссертации; 

методы системного анализа. 

Формулирования целей и 

задач научного исследования; 

выбора и обоснования 

методики исследования; 

библиографической работы с 

привлечением современных 

Проведением теоретического 

или экспериментального 

исследования в рамках 

поставленных задач; 

методами обработки оценки 

качественных характеристик 
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Код и наименование 

компетенции 

Степень реализации 

(в соответствие с ОПОП ВО) 

В результате изучения дисциплины обучающиеся должны: 

Знать Уметь Владеть 
гр.1 гр.2 гр.3 гр.4 гр.5 

методов исследования и 

информационно-

коммуникационных технологий. 

методов исследования и 

информационно-

коммуникационных технологий; 

к анализу и оценке, современных 

научных достижений. 

Основные методы 

формализации сложных 

систем. 

информационных технологий; 

анализа, систематизации и 

обобщения научной 

информации по теме 

исследований; ставить задачи 

на разработку 

математических моделей 

систем, обрабатывать 

результаты экспертизы. 

систем. 

методами принятия 

решений. 

 

ПК-6 – способность анализировать 

и интерпретировать полученные 

результаты исследований, в том 

числе с использованием методов 

статистической обработки 

результатов. 

В части, связанной с умением 

анализировать и интерпретировать 

полученные результаты 

исследований, в том числе с 

использованием методом 

статистической обработки 

результатов; умения применять 

методы статистической обработки 

и анализировать полученные 

результаты. 

Модели стохастической 

теории тестов, современные 

методы прикладной 

статистики. 

Разрабатывать критерии и 

модели описания и оценки 

эффективности решения задач 

системного анализа, 

оптимизации, управления, 

принятия решений и 

обработки информации. 

Разрабатывать методы и 

алгоритмы решения задач 

системного анализа, 

оптимизации, управления, 

принятия решений и 

обработки информации; 

современные методы 

прикладной статистики. 

Теоретико-множественным и 

теоретико-информационным 

анализом сложных систем. 

Методами получения, 

анализа и обработки 

экспертной информаци; 

пользоваться и программно 

реализовывать современные 

методы прикладной 

статистики. 
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2. СТРУКТУРА И СОДЕРЖАНИЕ ДИСЦИПЛИНЫ 

2.1. Структура и трудоемкость дисциплины 

Структура и трудоёмкость дисциплины по видам учебных занятий и разделам 

представлена в таблицах 2 и 3.  

Таблица 2 – Структура и трудоёмкость дисциплины по видам учебных занятий 

Виды учебных занятий 

Трудоемкость 

Зач. ед. час. 
в семестре 

№ 
гр.1 гр.2 гр.3 гр.4 

ОБЩАЯ трудоемкость по учебному плану 5 180 180 

Контактные часы 0.94 34 34 

Лекции (Л) 0.28 10 10 

Семинары (С)    

Практические занятия (ПЗ) 0,55 20 20 

Групповые консультации (ГК) и (или) индивидуальная 

работа с аспирантами (ИР), предусмотренные учебным 

планом подготовки 

0,1 4 4 

Промежуточная аттестация (кандидатский экзамен) 
1 36 36 

Самостоятельная работа (СР) 4,06 146 146 
 

Таблица 3 – Трудоёмкость дисциплины по разделам с распределением по видам 

учебных занятий  

№
  

р
а
зд

ел
а
 

Наименование разделов 

Количество часов 

Всего 

Контактные часы  

(аудиторная работа) 
СР 

Л С ПЗ 
ГК/И

К 

гр.

1 
гр.2 гр.3 гр.4 гр.5 гр.6 гр.7 гр.8 

Курс № 2 

1 

Основы теории систем. Методология 

системного анализа. Методика 

построения математических моделей 

слабоструктурированных систем. 

Системный анализ в высшей школе 

36 2  4 1 29 

2 

Марковские модели. Скрытые 

марковские модели. Многофакторные 

марковские модели. Синтез сетей 

Маркова. Анализ и оптимизация 

факторных моделей. Факторный анализ 

результатов вейвлет-преобразований. 

Кепстральный анализ IRT-модели 

(модели стохастической теории тестов) 

36 2  4 1 29 

3 

Цепи Маркова. Однородные 

марковские процессы. Ветвящиеся 

процессы. 

Процессы массового обслуживания 

Броуновское движение. 

Элементы стохастического анализа. 

36 2  4 0,5 29,5 
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№
  

р
а

зд
е

л
а
 

Наименование разделов 

Количество часов 

Всего 
Контактные часы  

(аудиторная работа) 
СР 

4 

Введение в интеллектуальные системы. 

Модели и методы решения задач. 

Системы, основанные на знаниях: 

определения, архитектура, функции и 

области применения. Представление 

знаний в интеллектуальных системах. 

Моделирование рассуждений. Вывод в 

условии неопределенности. 

Прикладные нечеткие системы. 

Теоретические аспекты и технологии 

инженерии знаний. Методы работы со 

знаниями. Методология и технология 

разработки ЭС. Инструментальные 

средства разработки экспертных 

систем. Язык CLIPS. Машинное 

обучение. Искусственные нейронные 

сети. Генетические алгоритмы. 

Представление данных и знаний в 

Интернете. Интеллектуальные агенты и 

онтологии. Системы понимания 

естественного языка. Тенденции 

развития систем искусственного 

интеллекта. 

36 2  4 0,5 29,5 

5 

Основы непрерывных вейвлет-

преобразований. Вейвлеты: 

кратномасштаб-ный анализ. 

Статистика нечисловых данных. 

36 2  4 1 29 

Всего 180 10  20 4 146 

Промежуточная аттестация 

(кандидатский экзамен) 
36   

ИТОГО 180 34 146 
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2.2. Содержание дисциплины 

Содержание дисциплины по разделам представлено в таблице 4.  

Таблица 4 – Содержание дисциплины по разделам 

№
 

р
а

зд
ел

а
 

Наименование  

раздела 
Содержание раздела 

Кол-во 

часов 

гр.1 гр.2 гр.3 гр.4 

1 

Основы теории 

систем. 

Методология 

системного анализа. 

Методика 

построения 

математических 

моделей 

слабоструктурирова

нных систем 

Системный анализ в 

высшей школе. 

Понятие системы. Структура системы. Принципы 

теории систем. Функционально-структурный 

подход при моделировании систем. Основные 

этапы системного анализа. Общая методика 

построения математических моделей. 

Методы обработки экспертной информации. 

Использование нечеткой математики при 

построении математических моделей. 

Теория и практика преподавания системного 

анализа. Системный анализ процессов 

функционирования вузов. 

36 

2 

Марковские модели 

Скрытые 

марковские модели. 

Многофакторные 

марковские модели. 

Синтез сетей 

Маркова. 

Анализ и 

оптимизация 

факторных 

моделей. 

Факторный анализ 

результатов 

вейвлет-

преобразований. 

Кепстральный 

анализ. IRT-модели 

(модели 

стохастической 

теории тестов). 

Виды марковских процессов. Цепи Маркова. 

Уравнение Колмогорова-Чепмена. Классификация 

состояний цепи Маркова. Стохастические 

матрицы и их свойства. Разложимость 

стохастических матриц. Марковские процессы с 

непрерывным временем. Пуассоновские потоки 

событий. Распределение Пуассона. Уравнения 

Колмогорова для описания динамики марковских 

процессов с непрерывным временем. 

Стационарные режимы марковской системы. 

Процессы гибели и размножения. Система 

Эрланга. Формулы Эрланга. Идентификация 

марковских моделей. Переход от марковских 

систем с непрерывным временем к системам с 

дискретным временем. Пример 1: применение 

марковских моделей для исследования динамики 

изменения IQ в близнецовых парах. Пример 2: 

применение марковских моделей для анализа 

эволюции психологических характеристик в 

популяции. Понятие о скрытой марковской 

модели (СММ). Области применения СММ. 

Элементы скрытой марковской модели: состояния, 

алфавит наблюдаемой последовательности, 

матрица вероятностей переходов, распределение 

вероятностей появления символов, распределение 

вероятностей начального состояния. Процедура 

генерации наблюдаемой последовательности. Три 

основные задачи, решаемые для СММ: 

вычисление вероятности того, что данная 

наблюдаемая последовательность построена для 

данной модели, подбор последовательности 

состояний системы, наилучшим образом 

36 
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№
 

р
а

зд
ел

а
 

Наименование  

раздела 
Содержание раздела 

Кол-во 

часов 

гр.1 гр.2 гр.3 гр.4 

соответствующей наблюдаемой 

последовательности, подбор параметров СММ, 

наилучшим образом соответствующих 

наблюдаемой последовательности. Алгоритмы 

прямого и обратного хода. Алгоритм Витерби. 

Алгоритм Баума-Уэлша Идентификация 

интенсивностей переходов между состояниями 

для марковских процессов с непрерывным 

временем. Мера соответствия модели 

наблюдениям. Метод минимума хи-квадрат. 

Реализация процедуры вычисления свободных 

параметров модели. Марковские модели в роли 

специализированных нейронных сетей. Понятие о 

сетях Маркова. Различия в специфике применения 

сетей Маркова и традиционных нейронных сетей. 

Структура многофакторных сетей Маркова. 

Идентификация многофакторных сетей Маркова. 

Примеры использования 2- и 3-мерных сетей 

Маркова для решения прикладных задач. Общая 

схема технологии синтеза сетей Маркова. 

Понижение размерности входных данных. Методы 

определения состояний сети. Методы определения 

связей между состояниями. Удаление избыточных 

и статистически незначимых связей. Итоговая 

идентификация сети. Пример синтеза сетей 

Маркова при решении прикладной задачи. 

Основная модель конфирматорного факторного 

анализа. Свойства ковариационных и 

корреляционных матриц. Вывод прогнозируемых 

ковариационных и корреляционных матриц, 

соответствующих заданной факторной модели. 

Идентификация параметров факторных моделей 

методом максимального правдоподобия. 

Оптимизация факторных моделей. Основные 

этапы конфирматорного факторного анализа. 

Основные этапы альтернативного варианта 

конфирматорного факторного анализа: 

составление переопределенной системы 

алгебраических уравнений, выражая выборочные 

дисперсии и ковариации через аналогичные 

факторные показатели; решение полученной 

системы прямым (неитерационным) методом, 

опираясь на статистические критерии согласия; 

путевая модель дисперсионных составляющих. 

Преимущества данного подхода перед симплекс-

методом. Степень переопределённости модели. 

Устранение сингулярности модели. Оценка 

степени адекватности модели при помощи 
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№
 

р
а

зд
ел

а
 

Наименование  

раздела 
Содержание раздела 

Кол-во 

часов 

гр.1 гр.2 гр.3 гр.4 

самоорганизующихся карт признаков Кохонена и 

её преимущества. 

используя метод максимального правдоподобия; 

проверку адекватности полученных моделей 

наблюдениям, опираясь на статистические 

критерии согласия; путевая модель 

дисперсионных составляющих. Преимущества 

данного подхода перед симплекс-методом. 

Степень переопределённости модели. Устранение 

сингулярности модели. Оценка степени 

адекватности модели при помощи 

самоорганизующихся карт признаков Кохонена и 

её преимущества. Определение кепстра. Основная 

идея кепстрального анализа. Области 

практического применения. Различия между 

частотными составляющими в традиционном 

спектре и частотными составляющими в кепстре. 

Особенности цифровой обработки. Интерпретация 

кепстра. Пример: грубая оценка частоты 

основного тона звукового сигнала. Классическая 

теория тестирования: основные положения, оценка 

надёжности, валидность теста и её оценка, 

недостатки. Новая теория тестирования (Item 

Response Theory): основная задача, теория 

латентно-структурного анализа, её допущения и 

модели, однопараметрические модели Раша и 

Фергюсона, двух- и трёхпараметрические модели 

Бирнбаума, четырёхпараметрическая модель 

Аванесова, недостатки IRT. Дифференцирующая 

способность заданий. Оценка трудности заданий и 

способностей. 

3 

Цепи Маркова 

Однородные 

марковские 

процессы. 

Ветвящиеся 

процессы. 

Процессы 

массового 

обслуживания 

Броуновское 

движение. 

Элементы 

стохастического 

анализа 

Вероятности перехода от одного состояния  

к другому. Возвратные и невозвратные состояния. 

Случайные блуждания. Классификация состояний. 

Сходимость к стационарному распределению. 

Марковское свойство. Метод дифференциальных 

уравнений. Пуассоновский процесс. Сходимость к 

стационарному процессу. Метод производящих 

функций. Дифференциальные уравнения для 

производящих функций. Вырождение процесса и 

явление взрыва. 

Процессы восстановления. Примеры. Прямое и 

обратное уравнения диффузии, коэффициент 

диффузии. Свойства траекторий броуновского 

движения. 

Ряды из независимых случайных величин. 

Случайные функции. Стохастические интегралы. 

Стохастические дифференциальные уравнения. 

36 
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№
 

р
а

зд
ел

а
 

Наименование  

раздела 
Содержание раздела 

Кол-во 

часов 

гр.1 гр.2 гр.3 гр.4 

Марковские процессы. Дифференциальные 

уравнения Колмогорова. 

4 

Введение в 

интеллектуальные 

системы. Модели и 

методы решения 

задач. Системы, 

основанные на 

знаниях: 

определения, 

архитектура, 

функции и области 

применения. 

Представление 

знаний в 

интеллектуальных 

системах. 

Моделирование 

рассуждений. 

Вывод в условии 

неопределенности. 

Прикладные 

нечеткие системы. 

Теоретические 

аспекты и 

технологии 

инженерии знаний. 

Методы работы со 

знаниями. 

Методология и 

технология 

разработки ЭС. 

Инструментальные 

средства разработки 

экспертных систем. 

Язык CLIPS. 

Машинное 

обучение. 

Искусственные 

нейронные сети. 

Генетические 

алгоритмы. 

Представление 

данных и знаний в 

Интернете. 

Интеллектуальные 

агенты и онтологии. 

Системы 

Структура исследований в области искусственного 

интеллекта (ИИ). Введение в ИИ. 

Краткая история ИИ. Основные направления 

исследований в области ИИ: машинный интеллект и 

робототехника; интеллектуальные роботы; 

моделирование биологических систем; 

эвристическое программирование и 

моделирование. 

Искусственный интеллект как представление и 

поиск. Основные задачи и методы их решения: 

поиск в пространстве состояний, редукция, 

дедуктивный вывод; продукционные системы: 

компоненты, стратегия поиска решений, 

организация поиска; метод ключевых состояний и 

ключевых операторов, метод анализа целей и 

средств. Использование эвристик для фокусировки 

и ограничения пространства поиска. 

Классификация систем, основанных на знаниях. 

Введение в экспертные системы. Классификация 

экспертных систем. Архитектура систем, 

основанных на знаниях. Представление знаний в 

интеллектуальных системах: понятийное, на 

правилах, с помощью логик, семантические сети, 

фреймы, сценарии. «Не» - факторы знания. 

Модели рассуждений в условиях 

неопределенности и методы использования 

ненадежной информации. Рассматриваются 

байесовские модели, сети доверия, модель 

Демпстера-Шафера и неточный вывод с учетом 

фактора уверенности, применяемые в условиях 

неопределенности. Нечеткая логика и её 

использование в прикладных системах. 

Стратегии получения знаний. Теоретические 

аспекты извлечения знаний. Теоретические 

аспекты структурирования знаний. Классификация 

методов практического извлечения знаний.  

Коммуникативные методы. Текстологические 

методы. Простейшие методы структурирования. 

Состояние и перспективы автоматизированного 

приобретения знаний. Технологии разработки 

программного обеспечения — цели, принципы, 

парадигмы. Методологии создания и модели 

жизненного цикла интеллектуальных ИС. Основы 

методологии разработки экспертных систем. 

Технология проектирования и разработки.  

Классификация инструментальных средств. Языки 

36 
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№
 

р
а

зд
ел

а
 

Наименование  

раздела 
Содержание раздела 

Кол-во 

часов 

гр.1 гр.2 гр.3 гр.4 

понимания 

естественного 

языка. Тенденции 

развития систем 

искусственного 

интеллекта. 

программирования для интеллектуальных ИС и 

языки представления знаний. Язык CLIPS. 

Оболочки ЭС.  

Рассмотрены вопросы машинного обучения. 

Машинное обучение, основанное на символьном 

представлении информации. Индукция. Машинное 

обучение на основе связей.  

Биологический нейрон. Структура и свойства 

искусственного нейрона. Классификация 

нейронных сетей и их свойства. Постановка и 

возможные пути решения задачи обучения 

нейронных сетей. Обучение с учителем. Алгоритм 

обратного распространения ошибки. Обучение без 

учителя. Настройка числа нейронов в скрытых 

слоях многослойных нейронных сетей в процессе 

обучения. Применение обученной нейронной сети.  

Естественный отбор в природе. Понятие и 

особенности генетического алгоритма. 

5 

Основы 

непрерывных 

вейвлет-

преобразований. 

Вейвлеты: 

кратномасштабный 

анализ. Статистика 

нечисловых данных 

Определение вейвлета. Непрерывное вейвлет-

преобразование. Способы представления 

результатов вейвлет-преобразований. Примеры 

вейвлетов, используемых при непрерывных 

преобразованиях: WAVE-вейвлет, MHAT-вейвлет, 

вейвлеты высокого порядка, вейвлет Морле. 

Примеры непрерывных вейвлет-преобразований 

простых сигналов: импульсы Кронекера, функции 

Лапласа и Гаусса, функции с перепадом значений, 

функции с изломами, функции с шумами, 

гармонические функции, гармонический сигнал с 

изменяющейся фазой, композиция гармонических 

сигналов с трендом. Принцип кратномасштабного 

анализа. Масштабирующие или скейлинг-

функции. Детализирующие функции (вейвлеты). 

Масштабирующее уравнение. Масштабирующее 

уравнение в частотной области. Вейвлетные ряды. 

Ортогональные вейвлеты. Пример расчёта 

вейвлетов. Вейвлеты Добеши и их спектры. 

Биортогональные вейвлеты. Быстрое вейвлет-

преобразование. Алгоритм Малла для вычисления 

вейвлет-коэффициентов. Обратное быстрое 

вейвлет-преобразование. Эффект пересчёта 

коэффициентов. Койфлеты. Применение 

дискретных вейвлет-преобразований для сжатия и 

фильтрации сигналов. Понятие о пакетных 

вейвлетах. Двумерные вейвлеты. Объекты 

нечисловой природы. Нечисловой характер оценок 

экспертов. Методы парных сравнений: 

упорядочение по баллам, вероятностный подход, 

36 

http://www.neuroproject.ru/genealg.htm#begin
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№
 

р
а

зд
ел

а
 

Наименование  

раздела 
Содержание раздела 

Кол-во 

часов 

гр.1 гр.2 гр.3 гр.4 

оценки рангов (метод средних арифметических 

рангов и метод медиан). Метод согласования 

кластеризованных ранжировок. Оценка итогового 

мнения экспертов путём вычисления медианы 

Кемени. Медиана Кемени как эмпирическое 

среднее. 

Всего 180 

2.2.1. Тематический план лекционных занятий 

Тематический план лекционных занятий представлен в таблице 5.1. 

Таблица 5.1 – Темы и трудоемкость лекционных занятий 

№  

заняти

я 

№ 

разде

ла 

Темы лекционных занятий 
Кол-во 

часов 

гр.1 гр.2 гр.3 гр.4 

1  

Понятие системы. Структура системы. Принципы теории 

систем. Функционально-структурный подход при 

моделировании систем Основные этапы системного 

анализа. Общая методика построения математических 

моделей. 

Методы обработки экспертной информации. 

Использование нечеткой математики при построении 

Теория и практика преподавания системного анализа. 

2 

2  

Марковские модели Скрытые марковские модели. 

Многофакторные марковские модели. Синтез сетей 

Маркова. 

Анализ и оптимизация факторных моделей. 

Факторный анализ результатов вейвлет-преобразований. 

Кепстральный анализ. IRT-модели (модели стохастической 

теории тестов). 

2 

3  

Последовательность событий и случайных величин, 

связанных в цепь Маркова. Однородные марковские 

процессы со счётным числом состояний. Ветвящиеся 

процессы и дифференциальные уравнения для 

производящих функций. Процессы восстановления 

Описание броуновского движения и его свойств. Некоторые 

классы случайных процессов. 

2 
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4  

Введение в интеллектуальные системы. Модели и методы 

решения задач. Системы, основанные на знаниях: 

определения, архитектура, функции и области применения. 

Представление знаний в интеллектуальных системах. 

Моделирование рассуждений. Вывод в условии 

неопределенности. Прикладные нечеткие системы. 

Теоретические аспекты и технологии инженерии знаний. 

Методы работы со знаниями. Методология и технология 

разработки ЭС. Инструментальные средства разработки 

экспертных систем. Язык CLIPS. Машинное обучение. 

Искусственные нейронные сети. Генетические алгоритмы. 

Представление данных и знаний в Интернете. 

Интеллектуальные агенты и онтологии. Системы понимания 

естественного языка. Тенденции развития систем 

искусственного интеллекта. 

2 

5  

Определение вейвлета. Непрерывное вейвлет-

преобразование. Способы представления результатов 

вейвлет-преобразований.  Примеры вейвлетов, 

используемых при непрерывных преобразованиях: WAVE-

вейвлет, MHAT-вейвлет, вейвлеты высокого порядка, 

вейвлет Морле. Примеры непрерывных вейвлет-

преобразований простых сигналов: импульсы Кронекера, 

функции Лапласа и Гаусса, функции с перепадом значений, 

функции с изломами, функции с шумами, гармонические 

функции, гармонический сигнал с изменяющейся фазой, 

композиция гармонических сигналов с трендом. Принцип 

кратномасштабного анализа. Масштабирующие или 

скейлинг-функции. Детализирующие функции (вейвлеты). 

Масштабирующее уравнение. Масштабирующее уравнение 

в частотной области. Вейвлетные ряды. Ортогональные 

вейвлеты. Пример расчёта вейвлетов. Вейвлеты Добеши и 

их спектры. Биортогональные вейвлеты. Быстрое вейвлет-

преобразование. Алгоритм Малла для вычисления вейвлет-

коэффициентов. Обратное быстрое вейвлет-преобразование. 

Эффект пересчёта коэффициентов. Койфлеты. Применение 

дискретных вейвлет-преобразований для сжатия и 

фильтрации сигналов. Понятие о пакетных вейвлетах. 

Двумерные вейвлеты. Объекты нечисловой природы. 

Нечисловой характер оценок экспертов. Методы парных 

сравнений: упорядочение по баллам, вероятностный подход, 

оценки рангов (метод средних арифметических рангов и 

метод медиан). Метод согласования кластеризованных 

ранжировок. Оценка итогового мнения экспертов путём 

вычисления медианы Кемени. Медиана Кемени как 

эмпирическое среднее. 

2 

Всего 10 
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2.2.2. Тематический план практических занятий 

Тематический план практических занятий представлен в таблице 5.3. 

Таблица 5.3 – Темы и трудоемкость практических занятий 

№  

занятия 

№ 

раздела 
Темы практических занятий 

Кол-во 

часов 

гр.1 гр.2 гр.3 гр.4 

1  

Построение математической модели на основе 

функционально-структурного подхода. Разработка дерева 

Цели-Задачи и графа функций системы. Особенности 

обработки экспертной информации при математическом 

моделировании слабоструктурированных систем. 

Математическое моделирование слабоструктурированных 

систем. 

4 

2  

Марковские модели Скрытые марковские модели 

Многофакторные марковские модели Синтез сетей 

Маркова Анализ и оптимизация факторных моделей 

Факторный анализ результатов вейвлет-преобразований 

Кепстральный анализ IRT-модели (модели стохастической 

теории тестов). 

4 

3  

Уравнения для вероятностей перехода. Стационарное 

распределение Однородные марковские процессы со 

счётным числом состояний. Метод дифференциальных 

уравнений. Пуассоновский процесс. Ветвящиеся процессы. 

Метод производящих функций. Общий закон “нуля или 

единицы”. Случайные функции. Стохастические 

интегралы, дифференциалы и уравнения. 

4 

4  

Введение в интеллектуальные системы. Модели и методы 

решения задач. Системы, основанные на знаниях: 

определения, архитектура, функции и области применения. 

Представление знаний в интеллектуальных системах. 

Моделирование рассуждений. Вывод в условии 

неопределенности. Прикладные нечеткие системы. 

Теоретические аспекты и технологии инженерии знаний. 

Методы работы со знаниями. Методология и технология 

разработки ЭС. Инструментальные средства разработки 

экспертных систем. Язык CLIPS. Машинное обучение. 

Искусственные нейронные сети. Генетические алгоритмы. 

Представление данных и знаний в Интернете. 

Интеллектуальные агенты и онтологии. Системы 

понимания естественного языка. 

4 

5  

Основы непрерывных вейвлет-преобразований. Вейвлеты: 

кратномасштабный анализ. Статистика нечисловых 

данных. 
4 

Всего 20 

3. УЧЕБНО-МЕТОДИЧЕСКОЕ И ИНФОРМАЦИОННОЕ ОБЕСПЕЧЕНИЕ 

ДИСЦИПЛИНЫ 

Основная и дополнительная литература, периодические издания, электронные 

ресурсы и базы данных, рекомендуемые для освоения дисциплины, указанные в приложении 

1. 
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4. МАТЕРИАЛЬНО-ТЕХНИЧЕСКОЕ И ПРОГРАММНОЕ ОБЕСПЕЧЕНИЕ 

ДИСЦИПЛИНЫ 

Материально-техническое обеспечение учебного процесса по дисциплине определено 

нормативными требованиями, регламентируемыми приказом Министерства образования и 

науки РФ №986 от 4 октября 2010 года «Об утверждении федеральных требований к 

образовательным учреждениям в части минимальной оснащенности учебного процесса и 

оборудования учебных помещений», Федеральными государственными требованиями, 

утвержденными приказом Министерства науки и высшего образования Российской 

Федерации № 951 от 20.10.2021 года (рег. № 65943 от 23.11.2021 года). 

Для проведения всех видов учебных занятий по дисциплине и обеспечения 

интерактивных методов обучения, необходимы: 

Столы, стулья (на группу по количеству посадочных мест с возможностью 

расстановки для круглых столов, дискуссий, прочее); мультимедийный проектор с экраном и 

рабочим местом; желателен доступ в Интернет. 

Для реализации дисциплины требуется следующее лицензионное программное 

обеспечение: Редактор мультимедийных презентаций MS Power Point 2007; Текстовый 

редактор MS Word 2007; Табличный редактор MS Excel 2007; Интерпретатор языка 

программирования R последней версии;  Среда разработки приложений для анализа данных 

RStudio IDE последней версии, Windows 98/NT/2000, с установленными системами 

управления базами данных Access, Visual FoxPro и средой программирования Delphi. 

В соответствие с ФГТ при реализации настоящей дисциплины ОПОП ВО необходимо 

также учитывать образовательные потребности обучающихся с ограниченными 

возможностями здоровья, обеспечивать условия для их эффективной реализации, а также 

возможности беспрепятственного доступа обучающихся с ограниченными возможностями 

здоровья к объектам инфраструктуры образовательного учреждения. 

5. ТЕКУЩАЯ И ПРОМЕЖУТОЧНАЯ АТТЕСТАЦИЯ. ФОНД ОЦЕНОЧНЫХ 

СРЕДСТВ (ОТКРЫТАЯ ЧАСТЬ) 

5.1. Текущая аттестация. Фонд оценочных средств образовательных результатов 

Текущая аттестация обучающихся по дисциплине является обязательной и 

проводится в соответствии с Федеральным законом от 29.12.2012 № 273-ФЗ «Об 

образовании в Российской Федерации» (с изменениями и дополнениями), Уставом ФГБОУ 

ВО МГППУ, Положением о текущей аттестации ФГБОУ ВО МГППУ. 

Текущая аттестация по дисциплине осуществляется преподавателем, ведущим 

учебные занятия (практические).  

Текущая аттестация по дисциплине проводится в форме подготовки реферата. Тему 

реферата по специальности аспирант/экстерн выбирает самостоятельно в русле сдаваемой 

специальности, но тема реферата не должна совпадать с темой научно-исследовательской 

работы. Объем реферата 25-30 страниц (Шрифт Times New Roman 14). В реферате должны 

быт такие разделы как: оглавление, введение, основная часть, заключение, список 

литературы. 

К реферату должен прилагаться отзыв научного руководителя с заключительной 

фразой о допуске на основании данного реферата аспиранта/экстерна к сдаче кандидатского 

экзамена по специальности (указать шифр и название специальности). 

Фонд оценочных средств (ФОС) образовательных результатов по дисциплине, 

используемый преподавателем по дисциплине (методы контроля и оценочные средства) 

предоставлен в форме Паспорта ФОС по дисциплине (таблица6).  
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Таблица 6 – Паспорт фонда оценочных средств дисциплины 

№ 

разд

ела 

Наименование 

раздела 

Вид и 

порядковы

й № 

учебного 

занятия 

Метод 

контроля 

Средства оценки 

образовательных 

результатов 

Код 

контролируемой 

компетенции 

Примечание 

гр.1 гр.2 гр.3 гр.4 гр.5 гр.6 гр.7 

1 Основы теории систем 

Методология системного 

анализа Методика 

построения 

математических моделей 

слабоструктурированных 

систем Системный анализ 

в высшей школе. 

Марковские модели. 

Скрытые марковские 

модели. Многофакторные 

марковские модели. 

Синтез сетей Маркова. 

Анализ и оптимизация 

факторных моделей 

Факторный анализ 

результатов вейвлет-

преобразований. 

Кепстральный анализ 

IRT-модели (модели 

стохастической теории 

тестов) 

Цепи Маркова 

Однородные марковские 

процессы. Ветвящиеся 

процессы. 

Процессы массового 

обслуживания 

Броуновское движение. 

Элементы 

стохастического анализа. 

СР; Лекция № 1 Самоконтроль Вопросы для самоконтроля 1-12 ПК-1, ПК-2, ПК-3, ПК-4, 

ПК-5, ПК-6. 

открытая часть ФОС 

ПР № 1 Практическая работа Индивидуальное (групповое) задание 

ДЗ 1.1, ДЗ 1.2, ДЗ 1.3, ДЗ 1.4 см. 

таблицу Фонд оценочных средств по 

содержанию практических занятий 

ПК-1, ПК-2, ПК-3, ПК-4, 

ПК-5, ПК-6. 

открытая часть ФОС 

2 Введение в 

интеллектуальные 

СР; Лекция № 2 Самоконтроль Вопросы для самоконтроля 13-33 ПК-1, ПК-2, ПК-3, ПК-4, 

ПК-5, ПК-6. 

открытая часть ФОС 
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системы. Модели и 

методы решения задач. 

Системы, основанные на 

знаниях: определения, 

архитектура, функции и 

области применения. 

Представление знаний в 

интеллектуальных 

системах. Моделирование 

рассуждений. Вывод в 

условии 

неопределенности. 

Прикладные нечеткие 

системы. Теоретические 

аспекты и технологии 

инженерии знаний. 

Методы работы со 

знаниями. Методология и 

технология разработки 

ЭС. Инструментальные 

средства разработки 

экспертных систем. Язык 

CLIPS. Машинное 

обучение. Искусственные 

нейронные сети. 

Генетические алгоритмы. 

Представление данных и 

знаний в Интернете. 

Интеллектуальные агенты 

и онтологии. Системы 

понимания естественного 

языка. Тенденции 

развития систем 

искусственного 

интеллекта. 

ПР № 2 Практическая работа Индивидуальное (групповое) задание 

ДЗ2.1, ДЗ 2.2, ДЗ 2.3, ДЗ 2.4, ДЗ 2.5, ДЗ 

2.6, ДЗ 2.7, ДЗ 2.8 см. таблицу Фонд 

оценочных средств по содержанию 

практических занятий 

ПК-1, ПК-2, ПК-3, ПК-4, 

ПК-5, ПК-6. 

открытая часть ФОС 

3 Основы непрерывных 

вейвлет-преобразований. 

Вейвлеты: 

кратномасштаб-ный 

анализ. Статистика 

нечисловых данных. 

СР; Лекция № 3 Самоконтроль Вопросы для самоконтроля 34-50 ПК-1, ПК-2, ПК-3, ПК-4, 

ПК-5, ПК-6. 
открытая часть ФОС 

ПР № 3 Практическая работа Индивидуальное (групповое) задание 

ДЗ2.1, ДЗ 2.2, ДЗ 2.3, ДЗ 2.4, ДЗ 2.5, ДЗ 

2.6, ДЗ 2.7, ДЗ 2.8 см. таблицу Фонд 

оценочных средств по содержанию 

практических занятий 

ПК-1, ПК-2, ПК-3, ПК-4, 

ПК-5, ПК-6. 
открытая часть ФОС 

4 Основы теории систем 

Методология системного 

СР; Лекция № 4 Самоконтроль Вопросы для самоконтроля 51-77 ПК-1, ПК-2, ПК-3, ПК-4, 

ПК-5, ПК-6. 

открытая часть ФОС 
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анализа Методика 

построения 

математических моделей 

слабоструктурированных 

систем Системный анализ 

в высшей школе. 

ПР № 4 Практическая, работа Индивидуальное, (групповое), задание, 

ДЗ, 4.1,, ДЗ, 4.2,, ДЗ, 4.3,, см., таблицу, 

Фонд, оценочных, средств, по, 

содержанию, практических, занятий 

ПК-1, ПК-2, ПК-3, ПК-4, 

ПК-5, ПК-6. 

открытая часть ФОС 

5 Марковские модели. 

Скрытые марковские 

модели. Многофакторные 

марковские модели. 

Синтез сетей Маркова. 

Анализ и оптимизация 

факторных моделей 

Факторный анализ 

результатов вейвлет-

преобразований. 

Кепстральный анализ 

IRT-модели (модели 

стохастической теории 

тестов). 

СР; Лекция № 5 Самоконтроль Вопросы, для, самоконтроля, 78-91 ПК-1, ПК-2, ПК-3, ПК-4, 

ПК-5, ПК-6. 
открытая часть ФОС 

ПР № 5 Практическая, работа Индивидуальное, (групповое), задание, 

ДЗ2.1,, ДЗ, 2.2,, ДЗ, 2.3,, ДЗ, 2.4,, ДЗ, 

2.5,, ДЗ, 2.6,, ДЗ, 2.7,, ДЗ, 2.8, см., 

таблицу, Фонд, оценочных, средств, 

по, содержанию, практических, , 

занятий 

ПК-1, ПК-2, ПК-3, ПК-4, 

ПК-5, ПК-6. 
открытая часть ФОС 

ПРОМЕЖУТОЧНАЯ 

АТТЕСТАЦИЯ 

Кандидатский экзамен Вопросы к экзамену / иное ПК-1, ПК-2, ПК-3, ПК-4, 

ПК-5, ПК-6. 
закрытая, часть, ФОС 

Примечание:  

1. Количество вариантов должно соответствовать числу аспирантов.  

2. Методы и средства оценки образовательных результатов, указанные в таблице 6 могут быть заменены преподавателем на другие, исходя 

из специфики обучающихся, в том числе их образовательного уровня, а также целей и задач ОПОП ВО. 
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5.1.1. Фонд оценочных средств по самостоятельной работе обучающихся и содержанию лекционных занятий 

Фонд оценочных средств в форме вопросов для самоконтроля по самостоятельной работе и содержанию лекционных занятий 

обучающихся представлен в таблице 7. 

Таблица 7 – Фонд оценочных средств по самостоятельной работе обучающихся и содержанию лекционных занятий (открытая часть) 

№ 

раздела 
Наименование раздела 

Содержание средств контроля 

(вопросы самоконтроля) 

Учебно-методическое 

обеспечение* 

гр.1 гр.2 гр.3 гр.4 

1 Основы теории систем 

Методология системного 

анализа 

Методика построения 

математических моделей 

слабоструктурированных 

систем Системный 

анализ в высшей школе 

Общее понятие теории систем. Понятие слабоструктурированной системы. Свойство эмерджентности 

систем. 

Функционально-структурный и структурно-функциональный подходы к моделированию систем. 

Цели и задачи системного анализа. Обобщенная методика построения математических моделей (привести 

примеры использования). 

Принципы системного анализа. Общая методика построения математических моделей. Методы обработки 

экспертной информации. Приложения нечетких множеств в системном анализе. 

Методы экспертных измерений в системном анализе. 

О: [1],[2],[3] 

Д: [1],[2], [3], [4] 

 

2 Марковские модели 

Скрытые марковские 

модели. 

Многофакторные 

марковские модели. 

Синтез сетей Маркова. 

Анализ и оптимизация 

факторных моделей. 

Факторный анализ 

результатов вейвлет-

преобразований. 

Кепстральный анализ. 

IRT-модели (модели 

стохастической теории 

тестов). 

 О: [4],[5] 

Д: [5],[6], [7] 

Э: [1] 

3 Цепи Маркова 

Однородные марковские 

процессы. Ветвящиеся 

процессы. 

Процессы массового 

обслуживания 

Броуновское движение. 

Элементы 

стохастического анализа 

 О: [4],[5] 

Д: [5],[6], [7] 

Э: [1] 

4 Введение в 

интеллектуальные 

системы. Модели и 

 О: [6],[7] 

Д: [8],[9] 

Э: [2] 
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методы решения задач. 

Системы, основанные на 

знаниях: определения, 

архитектура, функции и 

области применения. 

Представление знаний в 

интеллектуальных 

системах. 

Моделирование 

рассуждений. Вывод в 

условии 

неопределенности. 

Прикладные нечеткие 

системы. Теоретические 

аспекты и технологии 

инженерии знаний. 

Методы работы со 

знаниями. Методология и 

технология разработки 

ЭС. Инструментальные 

средства разработки 

экспертных систем. Язык 

CLIPS. Машинное 

обучение. Искусственные 

нейронные сети. 

Генетические алгоритмы. 

Представление данных и 

знаний в Интернете. 

Интеллектуальные 

агенты и онтологии. 

Системы понимания 

естественного языка. 

Тенденции развития 

систем искусственного 

интеллекта. 

5 Основы непрерывных 

вейвлет-преобразований. 

Вейвлеты: 

кратномасштабный 

анализ. Статистика 

нечисловых данных 

 О: [4],[5], [8], [9] 

Д: [5],[6], [7], [10], [11] 

Э: [1] 

Примечание: * указываются учебно-методические и информационные ресурсы из пункта 3 «Учебно-методическое и информационное 

обеспечение дисциплины» настоящей программы с указанием типа ресурса (О: – основная литература, Д: – дополнительная литература, П: – 

периодические издания, Э: – электронные ресурсы и базы; в скобках – порядковый номер по списку). 
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5.1.2. Фонд оценочных средств по содержанию практических занятий 

Фонд оценочных средств по содержанию семинарских занятий представлен в таблице 8.1. 

Таблица 8.1 – Фонд оценочных средств по содержанию практических  занятий 

№  

занятия 

№ 

раздела 
Наименование раздела Темы практических занятий 

Средства оценки образовательных 

результатов 
Содержание средств контроля 

гр.1 гр.2 гр.3 гр.4 гр.5 гр.6 

1 1.1 Основы теории систем Построение математической 

модели на основе 

функционально-структурного 

подхода 

ДЗ 1.1 1. Сформулировать цели и задачи системы 

2. Определить надсистему для 

рассматриваемой системы 

3. Проиллюстрировать принцип 

эмерджентности системы. 

2 1.2 Методология системного 

анализа 

Разработка дерева Цели-

Задачи и графа функций 

системы 

ДЗ 1.2 1. Построить гарф Цели-Здачи системы 

2. Построить граф функций системы 

3. Определить состав системы 

4. Подготовить доклад о целесообразности 

применения системного анализа для решаемой 

научной задачи. 

3 1.3 Методика построения 

математических моделей 

слабоструктурированных 

систем 

Особенности обработки 

экспертной информации при 

математическом 

моделировании 

слабоструктурированных 

систем 

ДЗ 1.3 1. Сформулировать  и записать в формальном 

виде решаемую научную задачу. 

2. Записать в формальной форме целевую 

функцию рассматриваемой системы. 

3. Построить систему ограничений и записать 

их в математической форме.. 

4 1.4 Системный анализ  в 

высшей школе 

Математическое 

моделирование 

слабоструктурированных 

систем 

ДЗ 1.4 1. Сформулировать цели и задачи вуза. 

2. Предложить методику разработки системы 

информационной поддержки процесса 

обучения в современном вуза. 

5 2.1 Марковские модели Марковские модели ДЗ 2.1 Вопросы и задания: 

1. Вывести уравнения Колмогорова. 

Определить вероятность исправности 

автомобиля, используя заданную марковскую 

модель процесса его восстановления. 
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№  

занятия 

№ 

раздела 
Наименование раздела Темы практических занятий 

Средства оценки образовательных 

результатов 
Содержание средств контроля 

гр.1 гр.2 гр.3 гр.4 гр.5 гр.6 

6 2.2 Скрытые марковские 

модели 

Скрытые марковские модели ДЗ 2.2 Вопросы и задания: 

1. Сформулировать постановки трёх основных 

задач, решаемых для СММ, для случая 

распознавания речи по спектрам. 

Подготовить доклад с изложением обоснования 

алгоритма Баума-Велша. 

7 2.3 Многофакторные 

марковские модели 

Многофакторные марковские 

модели 

ДЗ 2.3 Вопросы и задания: 

Численные методы, используемые для 

идентификации сетей Маркова.  

8 2.4 Синтез сетей Маркова Синтез сетей Маркова ДЗ 2.4 Вопросы и задания: 

Удалить из заданной сети Маркова избыточные и 

статистически незначимые связи. 

9 2.5 Анализ и оптимизация 

факторных моделей 

Анализ и оптимизация 

факторных моделей 

ДЗ 2.5 Вопросы и задания: 

Вычислить аналитически собственные значения и 

вектора заданной ковариационной матрицы. 

КР: 

1. Вычислить аналитически собственные 

значения и вектора заданной ковариационной 

матрицы. 

2. Разработка факторной модели для 

проверки гипотезы о существовании общего 

фактора, влияющего на социально-

экономические показатели страны, путём анализа 

результатов лонгитюдных исследований. 

10 2.6 Факторный анализ 

результатов вейвлет-

преобразований 

Факторный анализ 

результатов вейвлет-

преобразований 

ДЗ 2.6 Вопросы и задания: 

Разработка факторной модели для проверки 

гипотезы о существовании общего фактора, 

влияющего на социально-экономические 

показатели страны, путём анализа результатов 

лонгитюдных исследований. 

11 2.7 Кепстральный анализ Кепстральный анализ ДЗ 2.7 Вопросы и задания: 

1. Подбор виртуальных инструментов среды 

графического программирования LabVIEW, 

необходимых для реализации цифрового 

кепстрального анализатора. 

Перевод сигналов из звукового формата в форму 

представления, необходимую для цифровой 

обработки, с помощью виртуальных 

инструментов LabVIEW 
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№  

занятия 

№ 

раздела 
Наименование раздела Темы практических занятий 

Средства оценки образовательных 

результатов 
Содержание средств контроля 

гр.1 гр.2 гр.3 гр.4 гр.5 гр.6 

12 2.8 IRT-модели (модели 

стохастической теории 

тестов) 

IRT-модели (модели 

стохастической теории тестов) 

ДЗ 2.8 Вопросы и задания: 

Администрирование адаптивного теста, 

построенного на модели Раша. 

13 3.1 Цепи Маркова Уравнения для вероятностей 

перехода. Стационарное 

распределение 

 

ДЗ 3.1 

Дать определение марковского  свойства 

Показать, что  индикаторы успеха в 

испытании Бернулли образуют цепь 

Маркова 

14 3.2 Однородные марковские 

процессы. 

Однородные марковские 

процессы со счётным числом 

состояний 

ДЗ 3.2 1. Сформулировать теорему о возвратных 

состояниях 

 2.Описать пуассоновский  процесс. 

15 3.3 Ветвящиеся процессы. 

Процессы массового 

обслуживания 

Метод дифференциальных 

уравнений. Пуассоновский 

процесс. Ветвящиеся  

процессы. Метод 

производящих функций 

ДЗ 3.3 1. Вырождение ветвящегося процесса и явление 

взрыва. 

2. Привести пример процесса восстановления 

КР: 

Определение моментов случайных функций. 

Что понимается под стационарными случайными 

функциями. 

2. Условие их  эргодичности. 

3. Свойства корреляционных функций. 

4. Элементарные линейные операции над 

случайными функциями. 

5. Покажите взаимосвязь между спектральной 

плотностью и автокорреляционной функцией 

стационарной случайной функции. 

6. По заданной спектральной плотности 

процесса вычислите автокорреляционные 

функции для первой и второй его производных. 

7. Установите взаимосвязь между 

статистическими характеристиками процессов на 

входе и выходе линейной системы. 

8. Найдите интервал временной дискретизации 

стационарного процесса по известной его 

автокорреляционной функции. 

9. Определение финальных вероятностей в цепях 

Маркова. 

10. Покажите, что для непрерывных марковских 

процессов любые многомерные законы 

распределения могут быть выражены через 

двумерные законы распределения. 

 

 

16 3.4 Броуновское движение. 

Элементы стохастического 

анализа 

Общий  закон “нуля или 

единицы”. Случайные 

функции. Стохастические 

интегралы, дифференциалы и 

уравнения. 

ДЗ 3.4 1. Распределение максимума  броуновскрй 

траектории и момента первого достижения  

2. Дать определение процесса  с независимыми 

приращениями и его характеристической 

функции  

17 4.1 Введение в 

интеллектуальные системы. 

Модели и методы решения 

задач. Системы, 

основанные на знаниях: 

определения, архитектура, 

функции и области 

применения 

Введение в интеллектуальные 

системы. Модели и методы 

решения задач. Системы, 

основанные на знаниях: 

определения, архитектура, 

функции и области 

применения  

ДЗ 4.1 Выполнение задания: 

построение продукционной, семантической, 

фреймовой модели. 
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№  

занятия 

№ 

раздела 
Наименование раздела Темы практических занятий 

Средства оценки образовательных 

результатов 
Содержание средств контроля 

гр.1 гр.2 гр.3 гр.4 гр.5 гр.6 

18 4.2 Представление знаний в 

интеллектуальных 

системах. Моделирование 

рассуждений. Вывод в 

условии неопределенности. 

Прикладные нечеткие 

системы. Теоретические 

аспекты и технологии 

инженерии знаний. Методы 

работы со знаниями. 

Представление знаний в 

интеллектуальных системах. 

Моделирование рассуждений. 

Вывод в условии 

неопределенности. 

Прикладные нечеткие 

системы. Теоретические 

аспекты и технологии 

инженерии знаний. Методы 

работы со знаниями. 

ДЗ 4.2 

 
ДЗ: 

Выполнение задания: 

 Создание экспертной системы на языке 

CLIPS  

 Правила и функции в CLIPS  

 Факты.  

 Правила.  

 Наблюдение за процессом интерпретации. 

 Использование шаблонов. 

 Определить функций. 

 Объектно-ориентированные средства в 

CLIPS. 

 Построить функций принадлежностей. 

 Создание нечетких правил.  

Привести примеры нечеткой модели управления 

КР: 
1. Использование эвристик для 

фокусировки и ограничения пространства поиска. 

Классификация систем, основанных на знаниях. 

Введение в экспертные системы. 

2. Стратегии получения знаний. 

Теоретические аспекты извлечения знаний. 

Теоретические аспекты структурирования 

знаний. Классификация методов практического 

извлечения знаний. 

3. Онтологии и онтологические системы. 

Системы и средства представления 

онтологических знаний. Программные агенты и 

мультиагентные системы. Информационный 

поиск в Интернет. 
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№  

занятия 

№ 

раздела 
Наименование раздела Темы практических занятий 

Средства оценки образовательных 

результатов 
Содержание средств контроля 

гр.1 гр.2 гр.3 гр.4 гр.5 гр.6 

19 4.3 Методология и технология 

разработки ЭС. 

Инструментальные 

средства разработки 

экспертных систем. Язык 

CLIPS. Машинное 

обучение. Искусственные 

нейронные сети. 

Генетические алгоритмы. 

Представление данных и 

знаний в Интернете. 

Интеллектуальные агенты и 

онтологии. Системы 

понимания естественного 

языка. Тенденции развития 

систем искусственного 

интеллекта. 

Методология и технология 

разработки ЭС. 

Инструментальные средства 

разработки экспертных 

систем. Язык CLIPS. 

Машинное обучение. 

Искусственные нейронные 

сети. Генетические 

алгоритмы. Представление 

данных и знаний в Интернете. 

Интеллектуальные агенты и 

онтологии. Системы 

понимания естественного 

языка. Тенденции развития 

систем искусственного 

интеллекта. 

ДЗ 4.3 Выполнение задания: 

 

 Решение задачи обучения нейронных  

 Создание и применение искусственных 

нейронных сетей (ИНС) с использованием 

программы BrainMaker 

 Построение ИНС для заданного примера. 

 Построение ИНС, используя созданные 

файлы NetMaker, с изменением: числа 

нейронов в скрытом слое равно 12  

 числа нейронов в скрытом слое равно 7 

скорости обучения ή=0,5. 

скорости обучения ή=0,01. 

точности обучения = 0,1.  

Выбор оптимального варианта, исходя из 

точности прогноза и данных в файлах  *.out. 

20 5.1 Основы непрерывных 

вейвлет-преобразований 

Основы непрерывных 

вейвлет-преобразований 

ДЗ 5.1 См.таблицу 8.2 

21 5.2 Вейвлеты: 

кратномасштабный анализ 

Вейвлеты: кратномасштабный 

анализ 

ДЗ 5.2 ДЗ См.таблицу 8.2 

КР:  

1. Создать в среде графического 

программирования LabVIEW инструментов для 

вычисления непрерывного вейвлет-

преобразования. 

2. Создать в среде графического 

программирования LabVIEW инструментов для 

сжатия и фильтрации одномерных сигналов. 

3. Реализовать вероятностное моделирование 

парных сравнений средствами электронной 

таблицы. 

22 5.3 

Статистика нечисловых 

данных 

Статистика нечисловых 

данных 

ДЗ 5.3 См.таблицу к пункту 5 
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к пункту 5 

1 

1. Создать в среде графического программирования LabVIEW инструмент для вычисления непрерывного вейвлет-преобразования с отображением 

его результатов в виде цветной диаграммы уровней. 

2. Вычислить с использованием вейвлетов Морле и «Мексиканская шляпа» непрерывное вейвлет-преобразование для гармонического сигнала и 

последовательностей прямоугольных и треугольных импульсов. 

3. Вычислить непрерывное вейвлет-преобразование для фрагмента речи с использованием вейвлета Морле (рис. B). 

4. Сформировать сигнал, моделирующий электроэнцефалограмму, и вычислить для него непрерывное вейвлет-преобразование с использованием 

вейвлета Морле. Отобразить наряду с диаграммой уровней её остов, оценку спектральной плотности сигнала и трёхмерное представление 

результата вейвлет-преобразования. Выполнить фильтрацию одного из гармонических компонентов сигнала. Провести анализ полученных 

результатов  

(рис. C и D). 

            
Рис. А. 

   
Рис. B. 

ДЗ 1 
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 Рис. C. 

 

   
Рис. D. 

2 

1. Расчёт весовых коэффициентов вейвлетов. 

2. Разложение сигнала на аппроксимирующую и детализирующие составляющие. 

3. Вычисление масштабирующей функции и «материнского» вейвлета. 

4. Применение дискретных вейвлет-преобразований для сжатия и фильтрации сигналов. 

5. Пакетные вейвлеты. 

ДЗ 2 

3 
Задания 

1. Определить взаимное положение объектов A, B, C и D на числовой оси, используя метод попарных сравнений. 
ДЗ 3 
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3. Выписать матрицу из 0 и 1, соответствующую кластеризованной ранжировке:  

5 < {1, 3} < 4 < 2 < {6, 7}. 

4. Найти расстояние Кемени между упорядочениями:  

А = [3< 2 <1< {4,5}]  и  

B = [1 < {2 ,3} < 4 < 5 ].  

5. Дана квадратная матрица попарных расстояний для множества бинарных отношений из 9 элементов А1, А2, А3,..., А9. Найти в этом множестве 

медиану Кемени для множества из 4 элементов {А2, А5, А6, А9}. 

Матрица попарных расстояний: 

1.5.1.1.1.1  

1.5.1.1.1.2  

1.5.1.1.1.3  

1.5.1.1.1.4  

1.5.1.1.1.5  

1.5.1.1.1.6  

1.5.1.1.1.7  

1.5.1.1.1.8  

1.5.1.1.1.9  

1.5.1.1.1.10  

1.5.1.1.1.11  

1.5.1.1.1.12  

1.5.1.1.1.13  

 

Пары 

Частота выбора 

первого элемента 

пары

Частота выбора 

второго элемента 

пары

A - B π(1,2) = 0,6 π(2,1) = 0,4

A - C π(1,3) = 0,7 π(3,1) = 0,3

A - D π(1,4) = 0,1 π(4,1) = 0,9

B -C π(2,3) = 0,2 π(3,2) = 0,8

B - D π(2,4) = 0,9 π(4,2) = 0,1

C - D π(3,4) = 0,9 π(4,3) = 0,1
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5.2. Промежуточная аттестация. Фонд оценочных средств и критерии оценивания 

Промежуточная аттестация обучающихся по дисциплине является обязательной и 

проводится в соответствии с Федеральным законом от 29 декабря 2012 года № 273-ФЗ «Об 

образовании в Российской Федерации» (с изменениями и дополнениями), Уставом ФГБОУ 

ВО МГППУ, Положением о текущей аттестации ФГБОУ ВО МГППУ, Положением о 

порядке прикрепления лиц для сдачи кандидатских экзаменов, сдачи кандидатских 

экзаменов и их перечня в ФГБОУ ВО МГППУ. 

Контроль промежуточной успеваемости аспирантов осуществляется в форме 

кандидатского экзамена. 

Кандидатский экзамен проходит в форме устного ответа на вопросы: 

− два вопроса основной программы; 

− один вопрос дополнительной программы. 

Список вопросов к кандидатскому экзамену по основной программе представлен 

ниже. Вопросы дополнительной программы формируются и утверждаются перед 

кандидатским экзаменом на кафедре прикрепления аспиранта. Вопросы согласуются с темой 

диссертации аспиранта и отраслью защиты. 

5.2.1. Вопросы для кандидатского экзамена (самоконтроль) 

(примерные1) 
 

1. Общее понятие теории систем. Понятие слабоструктурированной системы. Свойство 

эмерджентности систем. 

2. Функционально-структурный и структурно-функциональный подходы к 

моделированию систем. 

3. Цели и задачи системного анализа. 

4. Обобщенная методика построения математических моделей (привести примеры 

использования). 

5. Принципы системного анализа. 

6. Методика построения математических моделей 

7. Основные структуры математических моделей. 

8. Конструктивный подход при построении математических моделей систем. 

9. Проблемы оценивания качественных характеристик систем. 

10. Приложения нечетких множеств в системном анализе. 

11. Методы экспертных измерений в системном анализе. 

12. Разработка научной темы, с позиций системного анализа. 

13. Цепи Маркова. Уравнение Колмогорова-Чепмена.  

14. Марковские процессы с непрерывным временем. Пуассоновские потоки событий.  

15. Уравнения Колмогорова для описания динамики марковских процессов с 

непрерывным временем.  

16. Процессы гибели и размножения.  

17. Система Эрланга. Формулы Эрланга.  

18. Идентификация марковских моделей.  

19. Переход от марковских систем с непрерывным временем к системам с дискретным 

временем. 

20. Понятие о скрытой марковской модели (СММ). Элементы скрытой марковской 

модели: состояния, алфавит наблюдаемой последовательности, матрица вероятностей 

переходов, распределение вероятностей появления символов, распределение 

вероятностей начального состояния.  

                                                 
1 Подлежат уточнению и утверждению на каждый учебный год. Количество с учетом 

нормативной численности группы. 
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21. Три основные задачи, решаемые для СММ: вычисление вероятности того, что данная 

наблюдаемая последовательность построена для данной модели, подбор 

последовательности состояний системы, наилучшим образом соответствующей 

наблюдаемой последовательности, подбор параметров СММ, наилучшим образом 

соответствующих наблюдаемой последовательности. 

22. Идентификация интенсивностей переходов между состояниями для марковских 

процессов с непрерывным временем. Мера соответствия модели наблюдениям.  

23. Структура многофакторных сетей Маркова.  

24. Идентификация многофакторных сетей Маркова. 

25. Общая схема технологии синтеза сетей Маркова.  

26. Основная модель конфирматорного факторного анализа. Идентификация параметров 

факторных моделей методом максимального правдоподобия.  

27. Оптимизация факторных моделей.  

28. Основные этапы альтернативного варианта конфирматорного факторного анализа.  

29. Оценка степени адекватности модели при помощи самоорганизующихся карт 

признаков Кохонена и её преимущества. 

30. Определение кепстра. Основная идея кепстрального анализа. Области практического 

применения. Интерпретация кепстра.  

31. Классическая теория тестирования: основные положения, оценка надёжности, 

валидность теста и её оценка, недостатки.  

32. Новая теория тестирования (Item Response Theory): основная задача, теория латентно-

структурного анализа, её допущения и модели, однопараметрические модели Раша и 

Фергюсона, двух- и трёхпараметрические модели Бирнбаума, 

четырёхпараметрическая модель Аванесова.  

33. Оценка трудности заданий и способностей. 

34. Переходные вероятности. Цепи Маркова. Возвратные и невозвратные состояния. 

35. Случайные блуждания. Классификация состояний.  

36. Сходимость к стационарному распределению.  

37. Прямая и обратная системы Колмогорова. 

38. Пуассоновский процесс. Формулы Эрланга.  

39. Процессы гибели и размножения. Метод производящих функций. 

40.    Прямое и обратное уравнения диффузии, 

41. Коэффициент диффузии.  

42. Свойства траекторий броуновского движения. 

43. Дифференциальные уравнения Колмогорова.  

44. Стационарные процессы и эргодическая теорема. 

45. Ряды из независимых случайных величин. 

46. Случайные функции. 

47. Стохастические интегралы. 

48. Стохастические дифференциальные уравнения.  

49. Марковские процессы.  

50. Дифференциальные уравнения Колмогорова 

51. Структура исследований в области искусственного интеллекта (ИИ). 

52. Основные направления исследований в области ИИ: машинный интеллект и 

робототехника; интеллектуальные роботы; моделирование биологических систем; 

эвристическое программирование и моделирование. 

53. Искусственный интеллект как представление и поиск. 

54. Введение в экспертные системы.  

55. Классификация экспертных систем.  

56. Архитектура систем, основанных на знаниях 

57. Представление знаний в интеллектуальных системах: понятийное, на правилах, с 

помощью логик, семантические сети, фреймы, сценарии.  
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58. Стратегии получения знаний. 

59. Теоретические аспекты извлечения знаний. 

60. Теоретические аспекты структурирования знаний.  

61. Классификация методов практического извлечения знаний.  

62. Коммуникативные методы. 

63. Текстологические методы. 

64. Простейшие методы структурирования.  

65. Состояние и перспективы автоматизированного приобретения знаний.  

66. Основы методологии разработки экспертных систем.  

67. Технология проектирования и разработки.  

68. Классификация инструментальных средств.  

69. Языки программирования для интеллектуальных ИС и языки представления знаний. 

Язык CLIPS. Оболочки ЭС.  

70. Биологический нейрон. 

71. Структура и свойства искусственного нейрона.  

72. Классификация нейронных сетей и их свойства.  

73. Системы понимания естественного языка. 

74. Введение в ИИ Онтологии и онтологические системы.  

75. Системы и средства представления онтологических знаний.  

76. Программные агенты и мультиагентные системы.  

77. Информационный поиск в Интернет. 

78. Определение вейвлета. Непрерывное вейвлет-преобразование.  

79. Способы представления результатов вейвлет-преобразований.   

80. Примеры вейвлетов, используемых при непрерывных преобразованиях: WAVE-

вейвлет, MHAT-вейвлет, вейвлеты высокого порядка, вейвлет Морле.  

81. Примеры непрерывных вейвлет-преобразований простых сигналов: импульсы 

Кронекера, функции Лапласа и Гаусса, функции с перепадом значений, функции с 

изломами, функции с шумами, гармонические функции, гармонический сигнал с 

изменяющейся фазой, композиция гармонических сигналов с трендом. 

82. Принцип кратномасштабного анализа. Масштабирующие или скейлинг-функции. 

Детализирующие функции (вейвлеты). Масштабирующее уравнение. 

83. Пример расчёта вейвлетов. Вейвлеты Добеши и их спектры.  

84. Биортогональные вейвлеты.  

85. Быстрое вейвлет-преобразование. Алгоритм Малла для вычисления вейвлет-

коэффициентов. Обратное быстрое вейвлет-преобразование. Эффект пересчёта 

коэффициентов.  

86. Применение дискретных вейвлет-преобразований для сжатия и фильтрации сигналов. 

87. Понятие о пакетных вейвлетах. Двумерные вейвлеты. 

88. Объекты нечисловой природы. Нечисловой характер оценок экспертов.  

89. Методы парных сравнений: упорядочение по баллам, вероятностный подход, оценки 

рангов (метод средних арифметических рангов и метод медиан).  

90. Метод согласования кластеризованных ранжировок.  

91. Оценка итогового мнения экспертов путём вычисления медианы Кемени. Медиана 

Кемени как эмпирическое среднее. 

 

5.2.2. Критерии оценки образовательных результатов обучающихся по дисциплине 

Оценивание обучающегося на промежуточной аттестации в форме кандидатского 

экзамена осуществляется в соответствии с критериями, представленными в таблице 9 и 

носит балльный характер. 

Таблица 9 Критерии оценки образовательных результатов обучающихся на 

кандидатском экзамене по дисциплине 



37 

 

Оценка Критерий выставления оценок 

5, отлично 

Оценка «5 (отлично)» выставляется обучающемуся, если он 

глубоко и прочно усвоил программный материал и демонстрирует 

это на занятиях и экзамене, исчерпывающе, последовательно, 

чётко и логически стройно излагал его, умеет тесно увязывать 

теорию с практикой, свободно справляется с задачами, вопросами 

и другими видами применения знаний. Причем обучающийся не 

затруднялся с ответом при видоизменении предложенных ему 

заданий, использовал в ответе материал учебной и 

монографической литературы, в том числе из дополнительного 

списка, правильно обосновывал принятое решение.  

Учебные достижения в семестровый период и результаты 

рубежного контроля демонстрировали высокую степень 

овладения программным материалом. 

Компетенции, закреплённые за дисциплиной, сформированы на 

уровне – высокий. 

4, хорошо 

Оценка «4, (хорошо)» выставляется обучающемуся, если он 

твёрдо знает материал, грамотно и по существу излагает его на 

занятиях и экзамене, не допуская существенных неточностей в 

ответе на вопрос, правильно применяет теоретические положения 

при решении практических вопросов и задач, владеет 

необходимыми навыками и приёмами их выполнения. 

Учебные достижения в семестровый период и результаты 

рубежного контроля демонстрируют хорошую степень 

овладения программным материалом. 

Компетенции, закреплённые за дисциплиной, сформированы на 

уровне – хороший (средний). 

3, удовлетворительно 

Оценка «3 (удовлетворительно)» выставляется обучающемуся, 

если он имеет и демонстрирует знания на занятиях и экзамене 

только основного материала, но не усвоил его деталей, допускает 

неточности, недостаточно правильные формулировки, нарушения 

логической последовательности в изложении программного 

материала, испытывает затруднения при выполнении 

практических работ. 

Учебные достижения в семестровый период и результаты 

рубежного контроля демонстрируют достаточную 

(удовлетворительную) степень овладения программным 

материалом. 

Компетенции, закреплённые за дисциплиной, сформированы на 

уровне – достаточный. 

2, неудовлетворительно 

Оценка «2 (не удовлетворительно)» выставляется 

обучающемуся, который не знает большей части программного 

материала, допускает существенные ошибки, неуверенно, с 

большими затруднениями выполняет практические работы на 

занятиях и экзамене. Как правило, оценка «неудовлетворительно» 

ставится обучающимся, которые не могут продолжить обучение 

без дополнительных занятий по соответствующей дисциплине.  

Учебные достижения в семестровый период и результаты 

рубежного контроля демонстрируют невысокую 

(недостаточную) степень овладения программным 

материалом. 
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Оценка Критерий выставления оценок 

Компетенции, закреплённые за дисциплиной, не сформированы. 

6. МЕТОДИЧЕСКИЕ УКАЗАНИЯ ОБУЧАЮЩИМСЯ 

6.1. Организация образовательного процесса по дисциплине 

Образовательный процесс по дисциплине организован в форме учебных занятий 

(контактная работа (аудиторной и внеаудиторной) обучающихся с преподавателем и 

самостоятельная работа обучающихся). Учебные занятия представлены следующими 

видами, включая учебные занятия, направленные на проведение текущего контроля 

успеваемости: 

лекции (занятия лекционного типа); 

практические занятия (занятия семинарского типа); 

индивидуальные консультации и иные учебные занятия, предусматривающие 

индивидуальную работу преподавателя с обучающимся; 

самостоятельная работа обучающихся; 

занятия иных видов. 

На учебных занятиях обучающиеся выполняют запланированные настоящей 

программой отдельные виды учебных работ (см. таблицу 6). Учебное задание (работа) 

считается выполненным, если оно оценено преподавателем положительно. 

В рамках самостоятельной работы обучающиеся осуществляют теоретическое 

изучение дисциплины с учётом лекционного материала (тематический план представлен в 

таблице 5.1), готовятся к семинарским, практическим занятиям (см. таблица 5.2, 5.3, 5.4), 

выполняют домашнее задания, осуществляют подготовку к кандидатскому экзамену. 

Содержание дисциплины, виды, темы учебных занятий и форм контрольных 

мероприятий дисциплины представлены в разделах 2.2. и 5.1. настоящей программы. 

Текущая аттестация по дисциплине. Оценивание обучающегося на занятиях 

осуществляется в соответствии с соответствующими локальными нормативными актами 

МГППУ.  

По итогам текущей аттестации, ведущий преподаватель (лектор) осуществляет допуск 

обучающегося к промежуточной аттестации. 

Допуск к промежуточной аттестации по дисциплине. Обучающийся допускается к 

промежуточной аттестации по дисциплине в случае выполнения им всех заданий и 

мероприятий, предусмотренных настоящей программой дисциплины в полном объеме. 

Преподаватель имеет право изменять количество и содержание заданий, выдаваемых 

обучающимся (обучающемуся). Количество заданий не должно быть меньше численного 

состава группы.  

Допуск обучающегося к промежуточной аттестации по дисциплине осуществляет 

ведущий преподаватель (лектор). 

Обучающийся, имеющий учебные задолженности (пропуски учебных занятий, не 

выполнивший успешно задания(е)) обязан отработать их в полном объеме. 

Отработка учебных задолженностей по дисциплине. В случае наличия учебной 

задолженности по дисциплине, обучающийся отрабатывает пропущенные занятия и 

выполняет запланированные и выданные преподавателем задания. Отработка проводится в 

период семестрового обучения или в период сессии согласно графику (расписанию) 

консультаций преподавателя.  
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Обучающийся, пропустивший лекционное занятие, обязан предоставить 

преподавателю реферативный конспект соответствующего раздела учебной и 

монографической литературы (основной и дополнительной) по рассматриваемым вопросам в 

соответствии с настоящей программой. 

Обучающийся, пропустивший практическое занятие, отрабатывает его в форме 

реферативного конспекта соответствующего раздела учебной и монографической 

литературы (основной и дополнительной) по рассматриваемым на практическом занятии 

вопросам в соответствии с настоящей программой или в форме, предложенной 

преподавателем. Кроме того, выполняет все учебные задания. Учебное задание считается 

выполненным, если оно оценено преподавателем положительно. 

Обучающийся, пропустивший занятия в форме мастер-класса, супервизии и прочее, 

отрабатывает занятие в форме предлагаемой преподавателем и в строго назначаемое 

преподавателем время. 

Промежуточная аттестация по дисциплине. В качестве формы итогового контроля 

промежуточной аттестации дисциплины «Системный анализ, управление и обработка 

информации, статистика»  определен кандидатский экзамен.  

Кандидатский экзамен по дисциплине «Системный анализ, управление и обработка 

информации, статистика» проводится в традиционной форме. 

Промежуточная аттестация обучающихся осуществляется в соответствии с 

соответствующими локальными нормативными актами МГППУ.  

Оценка знаний обучающегося оценивается по критериям, представленным в пункте 

5.2.2. настоящей программы. 

6.2. Методические рекомендации обучающимся по изучению дисциплины 

Для успешного обучения обучающийся должен готовиться к лекции, которая является 

важнейшей формой организации учебного процесса. Лекция: 

 знакомит с новым учебным материалом,  

 разъясняет учебные элементы, трудные для понимания, 

 систематизирует учебный материал, 

 ориентирует в учебном процессе.  

Подготовка к лекции заключается в следующем: 

 внимательно прочитайте материал предыдущей лекции, 

 выясните тему предстоящей лекции (по тематическому плану, по информации 

лектора), 

 ознакомьтесь с учебным материалом по учебнику и учебным пособиям, 

 постарайтесь определить место изучаемой темы в своей профессиональной 

подготовке, 

 запишите возможные вопросы, которые вы зададите лектору на лекции. 

Подготовка к практическим занятиям: 

 внимательно прочитайте материал лекций, относящихся к данному семинарскому 

занятию, ознакомьтесь с учебным материалом по учебнику и учебным пособиям, 

 выпишите основные термины,  

 ответьте на контрольные вопросы по семинарским занятиям, готовьтесь дать 

развернутый ответ на каждый из вопросов, 

 определите, какие учебные элементы остались для вас неясными и постарайтесь 

получить на них ответ заранее (до семинарского занятия) во время текущих 

консультаций преподавателя, 

 выполните домашнее задание. 
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Учтите, что: 

 готовиться можно индивидуально, парами или в составе малой группы 

(последние являются эффективными формами работы); 

 рабочая программа дисциплины в части целей, перечню знаний, умений, 

терминов и учебных вопросов может быть использована вами в качестве 

ориентира в организации обучения. 

Подготовка к экзамену. К экзамену необходимо готовится целенаправленно, 

регулярно, систематически и с первых дней обучения по данной дисциплине.  

В самом начале учебного курса познакомьтесь с рабочей программой дисциплины и 

другой учебно-методической документацией, включающими: 

 перечень знаний и умений, которыми обучающийся должен владеть; 

 тематические планы лекций, практических занятий; 

 контрольные мероприятия; 

 учебники, учебные пособия, а также электронные ресурсы; 

 перечень экзаменационных вопросов. 

Систематическое выполнение учебной работы на лекциях и практических занятиях 

позволит успешно освоить дисциплину и создать хорошую базу для сдачи экзамена. 

 

6.3. Образовательные технологии 

При организации обучения предполагается широкое использование образовательных 

технологий из числа активных и интерактивных форм, а именно: 

 Проблемное обучение 

 Эвристическая лекция 

 Тематическая дискуссия(дебаты), в том числе в форме круглого стола, мозгового 

штурма (мозговой атаки) 

 Анализ конкретных ситуаций 

 Компьютерное тестирование 

Приложение: Рецензии.  

 
  


















































































































































































































